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Abstract— This paper presents a study of recognition image
of cancer tumors. Specifically, the set of images considered in
this article is related to the melanoma, which is a particular
type and the most serious skin cancer. Two methods of image
segmentation are considered in this work, the threshold and k-
means methods. A discussion about the best value of the thresh-
old and the ideal number of clusters for the k-means method is
presented, as well as future works. All the simulations were im-
plemented in Python.
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I. INTRODUCTION

Image processing plays an important role in various fields
of science, for example in medical problems, where image
recognition is necessary for the classification and analysis of
tumors. Among the techniques found in the literature, clus-
tering algorithms stand out as powerful tools for grouping
similar elements within large datasets. One such clustering
algorithm is the k-means method [1], which offers a versatile
approach to partitioning data into distinct clusters.

The k-means algorithm is a powerful unsupervised learn-
ing technique that aims to partition a dataset into k clusters
based on similarity criteria. This method can be used in sev-
eral problems, for example in data clustering.

Also, this method can be applied in image segmentation
problems, that is, the process of partitioning an image into
multiple regions or segments. Among the numerous segmen-
tation techniques, the k-means clustering algorithm stands
out as a widely-used and effective method for this purpose
[2, 3, 4].

In the context of image segmentation, the k-means method
operates by treating each image pixel as a data point in a high-
dimensional space, where the dimensions correspond to the
color channels. The algorithm iteratively assigns each pixel
to the cluster whose centroid is closest in terms of a similar-
ity measure, chosen by the modeler. Consequently, the algo-
rithm gathers images based on color similarity, and with this,
the process provides a meaningful segmentation, allowing the
extraction of objects or regions of interest from complex vi-

sual data.
Although its effectiveness, the k-means method has its lim-

itations, such as sensitivity to the initial choice of cluster cen-
troids and its assumption of clusters having a spherical shape
in the feature space. Nonetheless, with proper parameter tun-
ing and preprocessing, the k-means method remains a valu-
able tool in the image segmentation techniques.

Another technique that is widely used in image process-
ing problems is the threshold method. This approach involves
setting a specific boundary or threshold value to distinguish
among different states or classes within a dataset. By defining
this threshold, it is possible to make informed decisions, clas-
sify data points, or detect anomalies based on specific criteria
[5, 6, 7].

This work is dedicated to study the applications of the k-
means and threshold methods for image segmentation, in or-
der to enable the analysis of cancerous tumors. For this pur-
pose, images found in the literature were used, and the k-
means method was applied to segment these images, in order
to show the advantages of the method and helping the analyze
of the tumor.

The paper is structured as follows. In Section II we present
some basic definitions for a better understanding of the
threshold and k-means methods. In Section III we present the
application of the methods to a set of images found in the
literature. In Section IV we provide a brief analysis of the
results and in Section V we present the final remarks of the
papers, as well as future works.

II. PRELIMINARIES

This section provides the mathematical definition of k-
means and threshold methods, for the better understanding
of the paper.

A. The threshold method

The threshold method can be viewed as a binary classifica-
tion, where the goal is to separate data points into two classes
based on a threshold value.
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Denoting the features of each data point as x, and the cor-
responding class labels as y, where y = 0 represents one class
and y = 1 represents the other, the threshold method com-
pares a certain feature, or combination of features, to a thresh-
old value θ , whose decision rule is given by y = 0, if x < θ

or y = 1, if x ≥ θ .
If the feature x is less than the threshold value θ , then the

data point is assigned to class 0, otherwise, it is assigned to
the class 1.

For a more general case, the decision rule may involve a
more complex comparison involving multiple features or a
combination of features. For instance, if we are dealing with
multiple features x1, . . . ,xn, then decision rule is given by

y =
{

0, if f (x1, . . . ,xn)< θ

1, if f (x1, . . . ,xn)≥ θ
, (1)

where f (x1, . . . ,xn) is some function associated with the fea-
tures.

The threshold value is typically determined during the
model training process, where the objective is to find the op-
timal value for θ that minimizes a certain cost function or
maximizes a certain performance metric, such as accuracy or
precision [8].

B. The k-means method

The k-means algorithm works by iteratively assigning data
points to clusters and updating the cluster centroids based on
the mean of the data points assigned to each cluster. This al-
gorithm can be organized in the following steps.

First the algorithm starts by randomly initializing k cluster
centroids. Recall that a centroid of n data points {x1, . . . ,xn}
in a p-dimensional space, where xi = (x1i, . . . ,xpi) with i =
{1, . . . ,n}, is defined by

C = (µ1, . . . ,µp), (2)

where

µk =
1
n

n

∑
i=1

xki, (3)

with k = {1, . . . , p}.
These centroids can be randomly chosen from the data

points themselves or from a uniform distribution within the
range of the data. Next, each data point is assigned to the
nearest cluster centroid based on a distance metric. In gen-

eral, the Euclidean distance is considered, that is,

d(x,y) = ||xi − yi||e =

(
p

∑
i=1

(xi − yi)
2

) 1
2

, (4)

where x = (x1, . . . ,xp) and y = (y1, . . . ,yp).
Mathematically, for each data point xi, the algorithm cal-

culates the distance between xi and each centroid µ j, and as-
signs xi to the cluster with the closest centroid. This is known
as the assignment Step and can be summarized in the follow-
ing task:

cluster(xi) = argmin
j
||xi − c j||2e (5)

where || · ||e is the euclidian metric, cluster(xi) represents the
cluster in which xi is assigned and c j stands for the centroid
of cluster j.

After assigning all data points to clusters, the centroids are
updated based on the mean of the data points assigned to each
cluster. The new centroid c j for cluster j is computed as the
mean of all data points xi assigned to cluster j, that is,

c j =
1

N j
∑

xi∈cluster( j)

x j (6)

where N j is the number of data points assigned to cluster j,
cluster( j) represents the set of data points assigned to cluster
j.

These steps are repeated until the convergence criteria are
met, that is, when either the centroids no longer change sig-
nificantly between iterations or a maximum number of iter-
ations is reached. Once the convergence is achieved, the al-
gorithm provides the final cluster assignments and centroids
[8].

In summary, the k-means algorithm focuses on the mini-
mization of the sum of squared distances between each data
point and its assigned centroid. In this paper, both threshold
and k-means methods will be implemented based on adapta-
tions of Python libraries found in the literature.

III. THE k-MEANS AND THRESHOLD METHODS
APPLIED TO CANCEROUS TUMORS IMAGES

In this section it will be presented the study of cancer tu-
mor given by a set of images. These images can be found in
[9].

In order to analyze these images, the threshold and k-
means methods will by applied, considering as input the im-
age given in Figure 1.
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Fig. 1: Melanoma, image as input. Source: The authors

The results of the simulations are presented in Subsections
III-A and III-B, and the discussion of the obtained results are
presented in Section IV.

A. Threshold method

For the following project, the threshold method was used
for segmenting melanoma images, in order to compare it with
other available methods.

The simple threshold operates by binarizing images based
on their brightness, using a threshold defined by the user.
Pixel values range from 0 to 255, where 0 represents the
absence of brightness (black) and 255 represents maximum
brightness intensity (white). When setting a threshold, pixels
with above values are assigned the maximum value (255),
while pixels with below values are assigned the minimum
value (0).

Figure 2 depicts the threshold method applied to image
of the cancer tumor presented in Figure 1, considering the
threshold value as θ = 155.

Fig. 2: Melanoma threshold 155. Source: The authors

It is possible to observe in Figure 2 that the cancer tumor
was identify by the threshold method. Note that the image
border was not well identified by this method. In fact, this
same issue appears in all threshold values that was considered
in this study. Recall that the θ = 155, which gives raise to the
image given in Figure 2, was the best value for this particular
image of the cancer tumor.

B. The k-means method

The k-means method was also used to segment images,
following the same set of images used in the previous method.
This method differs from thresholding mainly by working
with clusters instead of performing direct binarization.

Clusters are groups or sets of points or objects in a space
that share similar characteristics among themselves and are
distinct from the characteristics of points or objects in other
clusters. This means that the pixels in the input image are
grouped based on some common feature. In this study, the
Euclidean distance between pixels was used as a common
feature. By choosing only 3 clusters, it is possible to deter-
mine to which cluster a certain pixel belongs based on Eu-
clidean distance, assigning the pixel to the cluster with the
smallest distance.

Figure 3 depicts the k-means method applied to the image
presented in Figure 1. It is possible to observe that the cancer
tumor was also identify by the k-means method and also the
border was better identify than the threshold method.

It is important to observe that the results, in terms of the
recognition of the border, was not entirely satisfactory.

Fig. 3: Melanoma K-means 3 clusters. Source: The authors

Both methods use the same image as input for comparative
purposes. This image is converted to grayscale, meaning that
only the brightness intensity of the pixels is stored in arrays.

An array is a data structure that stores a set of elements,
usually of the same type, in sequential order. Each element in
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an array is identified by a unique index representing its posi-
tion in the sequence. According to the segmentation method
applied, the images are treated differently.

IV. ANALYSIS OF THE RESULTS

For the first approach, it was considered different threshold
values. The value θ = 155 was considered the most appropri-
ated for this particular image. It is important to highlight that
for higher values of threshold θ the image obtained from the
simulations contained a lot of noise. On the other hand, for
lower values of θ the image obtained lacks in the informa-
tion inside the tumor.

For the second approach, the most appropriated number
of cluster was 3, where similar issues observed in the thresh-
old method also occur for the k-means method. It is worth
to mention that as more clusters were considered, more noise
was observed, mainly at the image border.

The analysis of the results obtained with the two methods
presented, using different thresholds and numbers of clusters,
reveals that both methods face difficulties in determining the
edges, especially when they exhibit a gradient.

This difficulty can be attributed to the nature of the seg-
mentation methods used. In the case of thresholding, deter-
mining a precise boundary can be challenging, especially in
areas of gradual transition between regions of different inten-
sity. Similarly, the k-means method may not adequately cap-
ture intensity variations when grouping pixels into clusters,
resulting in inaccurate segmentations in gradient regions.

V. FINALS REMARKS

This paper provided a study of image recognition consid-
ering two important and widely approaches found in the lit-
erature, the threshold and k-means methods.

These methods were applied to a recognition image prob-
lem, in order to identify cancer tumors. The input data is pro-
vided in Figure 1 and the result of the simulations via thresh-
old and k-means are illustrated in Figures 2 and 3, respec-
tively.

Both approaches produced good results in terms of the
recognition of the cancer tumor, but they lack in a satisfac-
tory recognition of the border.

For future works, we intend to study and apply the c-means
method, which is also a clustering technique where each data
point is grouped into different clusters and assigned a proba-
bility score, combining with the fuzzy sets theory, where each
data point can belong to more than one cluster [10]. This fu-
ture work aims to better identify the border of these images.
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